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[1] Parameterization of the wind-water-waves interaction is a key problem of the air-sea
system modeling. Of most importance are water waves with sufficiently large steepness,
when nonlinear effects related to the boundary layer separation and vortex generation in the
wind flow are well pronounced. Known experimental techniques (contact methods and
particle image velocimetry) are not yet able to provide a full, detailed understanding of the
wind flow in the viscous sublayer and the buffer region. As an alternative, we consider
direct numerical simulations (DNS). In the present paper we discuss numerical algorithm
and results of DNS of a turbulent wind flow over a wavy water surface. Waves with
maximum steepness of ka = 0.2, wave age 0 < c/u* < 10, and Reynolds number
Re = 15,000 are considered. Full, 3-D Navier-Stokes equations are solved in curvilinear
coordinates in a reference frame moving with the wave phase speed c. DNS results show
that an instantaneous velocity field is characterized by the presence of well-pronounced
separation zones in the vicinity of the wave crests whereas the average velocity field is
nonseparating. We also perform a comparison of the DNS results with the predictions of a
theoretical quasi-linear model of the wind-wave interaction.
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1. Introduction

[2] The processes of momentum, heat and moisture
transfer at the air-sea interface are of primary importance for
climate formation mechanisms on both regional and global
scales. In the present weather prediction models these
exchange processes are characterized by bulk coefficients
which are formulated on the basis of the parameterization of
known experimental field and laboratory data. The bulk
coefficients are strongly dependent on the details of the
wind-waves interaction which at present are still not well
understood [Fairall et al., 2003]. The most complicated
problem of the experimental research is related to the mea-
surements of the wind flow properties in a thin layer in the
vicinity of the water surface combining the viscous sublayer
and the adjacent buffer region of the boundary layer and
especially in wave troughs. The typical width of this layer is
on the order of 1 mm and usually much smaller than the
surface wave amplitude. Contact measurement techniques,
including those using wave-following probes, do not allow
obtaining detailed properties of the wind flow in this layer
[Donelan et al., 2005; Hsu et al., 1981; Hsu and Hsu, 1983].
Methods based on the particle image velocimetry (PIV)

technique [Adrian, 1991] are capable of measuring 2-D
instant wind velocity fields at the distance on the order of
1 mm from the water surface [Reul et al., 1999; Veron et al.,
2007; Troitskaya et al., 2010, 2011], sufficient for studying
the flow in the upper viscous sublayer and the buffer region in
the case of sufficiently weak winds with dynamical velocity
less than 10 cm/s. Although obtaining 3-D fields in the air-
flow above waves is an unresolved experimental problem.
[3] The numerical experiment can be regarded as an

advanced alternative to the laboratory and field measure-
ments. In particular, in advantage to the most sophisticated
experimental PIV technique, direct numerical simulations
(DNS) provides statistical ensembles of instant 3-D vector
velocity fields suitable for further statistical analysis.
Attempts to model numerically the interaction of a turbulent
wind flow with surface water waves were commenced prac-
tically since the creation of first supercomputers. Early
numerical models were based on the ensemble- (Reynolds-)
averaged, stationary, two-dimensional Navier-Stokes (or
RANS) equations [Gent and Taylor, 1976; Chalikov, 1986;
Al-Zanaidi and Hui, 1984].
[4] These equations employ a closure procedure relating

the unknown turbulent (Reynolds) stresses to the gradient of
the mean fields via a turbulent viscosity function. Whereas
this semiempirical modeling is attractive due to its simplicity
and has provided useful results concerning the behavior of
the mean velocity, pressure and fluctuations of the wind flow
over water waves, it also has a number of disadvantages.
Perhaps, the most essential disadvantage of RANS models is
its inability to predict the properties of the wind flow in the
vicinity of the water surface, in the viscous sublayer and in
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the buffer region. In this regard, RANS models are actually
on par with the experimental methods.
[5] More complicated, large eddy simulation models were

developed later [cf. Sullivan et al., 2008]. These models
consider three-dimensional and nonstationary Navier-Stokes
equations and are capable of resolving the large-scale vortex
structure of the wind flow. However, they still do not pro-
vide the description of the flow properties in the intermediate
vicinity of the water surface since the first grid node in the
vertical direction typically is located in the logarithmic
region of the boundary layer.
[6] At present, perhaps the only method which can resolve

the above problem is based on DNS. In their pioneering
study Sullivan et al. [2000] first employed DNS to study the
turbulent wind flow over surface waves for Reynolds num-
ber (based on the bulk wind flow velocity, surface wave-
length l, and air molecular viscosity) Re = 8800 and wave
steepness ka = 0.1 (where k is the wave number and a is the
wave amplitude). Later Yang and Shen [2010] employed
DNS to study the turbulent wind flow over waves with
maximum steepness ka = 0.25 and Re ≈ 10,000. DNS pro-
vides full description of the wind flow properties on all
physically significant scales, up to the molecular dissipation
scale. However, the disadvantage of this approach is its
inability to prescribe a sufficiently large Reynolds number
(on the order of 105 and more) typical for the wind-wave
interaction observed in the laboratory studies.
[7] In the present paper, we perform direct numerical

simulation of a turbulent wind flow over water wavy surface
for Reynolds number Re = 15,000 and maximum wave
steepness ka = 0.2. Therefore, Re in our DNS is almost twice
as large as compared to the one prescribed by Sullivan et al.
[2000] (Re = 8800) and 50% larger than the Reynolds
number prescribed by Yang and Shen [2010] (Re = 9943)
whereas the maximum wave steepness is close to the value
0.25 prescribed by Yang and Shen [2010].

2. Governing Equations and Numerical Method

[8] We perform direct numerical simulation of a turbulent
Couette flow over a wavy water surface. The schematic of

the numerical experiment is presented in Figure 1. A
Cartesian framework is considered where x axis is oriented
along the mean wind flow, z axis is directed vertically
upward, and y axis is transversal to the mean flow and par-
allel to the wavefront. A two-dimensional water wave is
considered with amplitude a, wavelength l and phase
velocity c, and periodical in the x direction. In the present
study a maximum wave steepness is ka = 2pa/l = 0.2. DNS
is performed in a reference frame moving with the wave
phase velocity, so that the horizontal coordinate in the
moving framework is x = x′ � ct, where x′ is the coordinate
in the laboratory reference frame. Therefore, in the moving
reference frame, the lower boundary representing the wave
surface is stationary. A no-slip boundary condition is con-
sidered at the lower boundary, so that the wind flow velocity
at this boundary coincides with the orbital velocities of
particles in the water wave and is independent of time. The
computational domain with sizes Lx = 6l, Ly = 4l and Lz = l
in the x, y, and z directions is considered, and the wind flow
is assumed to be periodical in the x and y directions. Also a
no-slip boundary condition is prescribed at the upper hori-
zontal plane which is assumed to be moving with bulk
velocity U0 in the x direction. This condition provides
external momentum source due to the action of the viscous
shear stress which compensates the viscous dissipation in the
boundary layer and makes the flow statistically stationary.
[9] Numerical algorithm is based on the integration of full,

3-D Navier-Stokes equations for an incompressible fluid. In
the dimensionless variables, the governing equations are
written in the form

∂Ui

∂t
þ ∂ UiUj

� �
∂xj

¼ � ∂P
∂xi

þ 1

Re

∂2Ui

∂xj∂xj
; ð1Þ

∂Uj

∂xj
¼ 0; ð2Þ

where Ui i ¼ 1; 2; 3ð Þ ¼ U ;V ;Wð Þ are wind flow velocity
components in the Cartesian framework xi i ¼ 1; 2; 3ð Þ ¼
x; y; zð Þ and P is the dimensionless pressure. In (1) and (2)

Figure 1. Schematic of the flow.
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the coordinates and velocities are normalized by the wave-
length l and bulk velocity U0, and the pressure is normalized
by rU0

2 (where r is the air density). The Reynolds number
equals to Re = U0l

n , where n is the air molecular viscosity.
[10] In order to avoid the strong geometrical nonlinearity

during integration of (1) and (2) related to the lower wavy
boundary (Figure 1), a conformal mapping is employed
which transforms the plane (x, z) in the Cartesian frame to a
plane (x, h) in curvilinear coordinates as

x ¼ x � a exp �khð Þ sin kx ð3Þ

z ¼ hþ a exp �khð Þ cos kx: ð4Þ

[11] This mapping transforms the lower wavy boundary
zb xð Þ ¼ a cos kx xð Þ into a plane boundary at h = 0. It easy to
show that for small, finite wave amplitude a the shape of the
boundary zb(x), up to the terms of order O(k2a3), coincides
with the Stokes wave asymptotic solution [Gent and Taylor,
1976]

zb xð Þ ¼ a cos kxþ 1

2
a2k cos 2kx� 1ð Þ: ð5Þ

[12] In addition we employ a mapping over the vertical
coordinate h in the form

h ¼ 0:5 1þ tanh ~h
tanh 1:5

� �
; ð6Þ

where �1:5 < ~h < 1:5. Mapping (6) introduces a nonuni-
form spacing of the computational nodes in the vertical
direction, with stretching in the middle of the domain (for
~h ≈ 0 which corresponds to z ≈ h ≈ 0.5) and clustering near
boundaries (for ~h ≈� 1:5 and z ≈ h ≈ 0 and 1).
[13] Due to the conformal properties of the mapping (3)

and (4), the following relationships hold:

∂x
∂x

¼ 1

J

∂x
∂x

¼ 1

J

∂z
∂h

; ð7Þ

∂x
∂z

¼ 1

J

∂z
∂x

¼ � 1

J

∂x
∂h

; ð8Þ

where J ¼ ∂x
∂x

� �2
þ ∂x

∂h

� �2
is the Jacobian of the mapping (3)

and (4). Due to (7) and (8) the derivatives over coordi-
nates x and z in (1) and (2) are replaced by the derivatives
over x and h according to

∂
∂x

¼ ∂x
∂x

∂
∂x

� ∂x
∂z

∂
∂h

;
∂
∂z

¼ ∂x
∂x

∂
∂h

þ ∂x
∂z

∂
∂x

ð9Þ

and the Laplasian operator in curvilinear coordinates (x, h)
is rewritten as

∂2

∂xj∂xj
¼ 1

J

∂2

∂x2
þ ∂2

∂h2

� �
þ ∂2

∂y2
: ð10Þ

[14] According to (6) the derivative over stretched coor-
dinate ~h is related to the derivative over h as

∂
∂h

¼ 2 tanh 1:5 cosh ~h
∂
∂~h

: ð11Þ

[15] Equations (1) and (2) are discretized in a rectangular
domain with sizes 0 < x < 6, 0 < y < 4, and �1:5 < ~h < 1:5
by employing a finite difference method of the second-order
accuracy on a uniform staggered grid consisting of
360 � 240 � 180 nodes. Thus the grid spacing in the hori-
zontal and transversal direction equals Dx = Dy = 1/60
and corresponds approximately to 7.5 viscous wall units
z* = 1/(Reu*) (where u* is dynamical wind velocity). The
grid spacing in the vertical direction near boundary approx-
imately equals Dz = 0.33 z* and according to (6) increases
monotonically to Dz ≈ 8 z* at z = 0.5.
[16] The integration of (1,2) is advanced in time using the

second-order accuracy Adams-Bashforth method in two
stages at each time step n [Belotserkovski, 1984; Fletcher,
1988]. First, for the evaluation of the velocity value at a
new, n+1, time step an intermediate velocity Ũi is computed
using the velocity values obtained at the preceding time
steps, Ui

n�1 and Ui
n, as

~U i ¼ Un
i þ 3

2
Fi U

n
i

� �� 1

2
Fi U

n�1
i

� �� �
Dt; ð12Þ

where flux Fi(Ui) is evaluated as

Fi Uið Þ ¼ � ∂ UiUj

� �
∂xj

þ 1

Re

∂2Ui

∂xj∂xj
: ð13Þ

[17] Further the pressure field at the n+1 time step is
computed by solving the Poisson equation in the form

∂2Pnþ1

∂xj∂xj
¼ 1

Dt

∂ ~U j

∂xj
: ð14Þ

[18] Equation (14) is solved by an iteration procedure in
curvilinear coordinates in the form

∂2

∂x2
þ ∂2

∂y2
þ ∂2

∂h2

� �
Pnþ1
k ¼ 1

J

∂ ~U i

∂xj
þ 1� 1

J

� �
∂2Pnþ1

k�1

∂y2
; ð15Þ

where k is the iteration number. Equation (15) is solved by
employing FFT over x, y coordinates and Gauss elimination
method over the h coordinate. The iteration procedure is
stopped if the condition max ∣Pk � Pk�1∣/max ∣Pk�1∣ < 0.01
is satisfied. Ordinarily, this condition is reached after 3–5
iterations. The new velocity at n+1 time step satisfying the
incompressibility condition (2) is then computed as

Unþ1
i ¼ ~U i � ∂Pnþ1

∂xj
Dt: ð16Þ

[19] At the lower plane boundary (h = 0) the no-slip
(Dirichlet) condition is prescribed. Thus, the flow velocity
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here coincides with the orbital velocities of the particles in
the surface water wave

U0
b x; yð Þ ¼ c ka coskx x; hð Þ � 1ð Þ; ð17Þ

V 0
b x; yð Þ ¼ 0; ð18Þ

W 0
b x; yð Þ ¼ cka sin kx x; hð Þ: ð19Þ

[20] At the upper boundary at h = 1 a no-slip condition is
prescribed with respect to the plane moving with nondi-
mensional velocity 1�c in the form

U1
b ¼ 1� c; ð20Þ

V 0
b x; yð Þ ¼ 0; ð21Þ

W 0
b x; yð Þ ¼ 0: ð22Þ

[21] Periodical boundary conditions are prescribed at the
side boundaries of the computational domain, at x = 0, 6 and
y = 0, 4.
[22] The flow is initialized as a weakly perturbed Couette

flow in the form Ui = zdix + uif where i = x, y, z, and uif is the
fluctuation field with small (about 0.05) amplitude. The
integration is performed with time step Dt = 1/600.
Equations (1) and (2) are integrated until time moment t =
100 when all transients die off and a statistically stationary
flow regime sets. (One dimensionless time unit equals
approximately 20 viscous wall time units 1/(u*

2Re).) Further,
the integration is performed until time t = 200. During the
time interval 100 ≤ t ≤ 200 the mean flow and fluctuation
fields are evaluated. The averaging is performed over the
spanwise y coordinate, time, and the wave spatial period
l = 1 in the streamwise x direction. The instantaneous fields
for averaging are sampled at time moments tk ; k ¼ 1;…; 500
with time stepDavt = 0.2. The averaging over the wavelength
is performed as a window averaging.
[23] Therefore, for a given field f (x, y, z, t) a phase-

averaged field, <f >(x, z), is evaluated as

〈 f 〉 x; zð Þ ¼ 1

6NtNy
∑
Ny

j¼1
∑
Nt

k¼1
∑
5

n¼0
f xþ nl; yj; z; tk
� � ð23Þ

and the dispersion is evaluated as

〈 f 2〉 x; zð Þ ¼ 1

6NtNy
∑
Ny

j¼1
∑
Nt

k¼1
∑
5

n¼0
f 2 xþ nl; yj; z; tk
� �

; ð24Þ

where Ny = 240, Nt = 500 and 0 < x < 1. The fluctuation
is further obtained in the form

f ′ x; zð Þ ¼ 〈 f 2〉 x; zð Þ � 〈 f 〉2 x; zð Þ
� �1=2

: ð25Þ

[24] In the case of an impulse flux <UxUz> in the sum (24)
the product UxUz is substituted instead of f 2, and in (25) the
difference (<UxUz> � <Ux><Uz>) is considered.

[25] A mean vertical profile of the field f, [f](z), is obtained
by an additional averaging of the phase-average <f >(x, z)
along the streamwise coordinate as

f½ � zð Þ ¼ 1

Nx
∑

Nx=6

i¼1
〈 f 〉 xi; zð Þ: ð26Þ

[26] The difference between the phase-average field <f >
(x, z) and the mean profile [f] (z) gives the wave-induced
mean field, fw(x, z) = < f >(x, z) � [ f ](z).

3. Validation of the Numerical Algorithm

[27] In order to validate the numerical algorithm presented
above in section 2 we performed three test runs. In the first
test run (case a) a plane lower boundary was considered and
the Reynolds number was prescribed to be equal Re =
15,000. In the second and third test runs (case b) we con-
sidered the flow parameters close to the parameters in DNS
of Sullivan et al. [2000]: the phase velocity c = 0.25 and the
wave steepness ka = 0.2 and ka = 0.1, and the Reynolds
number Re = 10,000.

3.1. Plane Lower Boundary, Re = 15,000

[28] The results obtained in this case are presented in
Figures 2a and 2b. Figures 2a and 2b show the vertical mean
profile of the horizontal velocity component u+(z+) where
the normalized velocity and vertical coordinate are
u+ = <Ux>/u* and z+ = z/z*. The numerical profile is com-
pared with asymptotic solutions for the viscous sublayer

uþ ¼ zþ ð27Þ

and the logarithmic region

uþ ¼ A ln zþ þ B; ð28Þ

where A = 2.44 and B = 5.7. The dynamical velocity is
evaluated from the turbulent momentum flux, t = � [U′xU′z],
as

u∗ ¼ t1=2 ð29Þ

for sufficiently large z (i.e., in the region sufficiently far away
from the boundary, where t is constant). The viscous length
scale is defined by

z∗ ¼
1

u∗Re
: ð30Þ

[29] In the considered run these parameters are found to be
equal to u* = 0.0263 and z* = 0.00253. The coefficients A
and B in the asymptotic solution (28) are evaluated by a best
fit procedure and in general agreement with well known
results [Monin and Yaglom, 1971; Sullivan et al., 2000].
[30] Figure 2b shows the vertical profiles of the fluctua-

tions of the velocity components u′ ≡ U ′x, v ′ ≡ U ′y and
w′ ≡ U ′z, normalized by the dynamical velocity u*, and
compares our numerical results with the experimental data
of Aydin and Leutheusser [1991] and DNS results of
Papavassiliou and Hanratty [1997], obtained for somewhat
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lower Reynolds numbers. The figure shows a good agree-
ment between our DNS results and known experimental and
numerical results. Note also that the results in Figure 2 are in
good agreement with the DNS results obtained by Sullivan
et al. [2000] in their test runs (not shown here).

3.2. Wave Steepness ka = 0.2 and ka = 0.1, Phase
Velocity c = 0.25, Re = 10,000

[31] Figures 3a–3d compare our DNS results with the
results of DNS by Sullivan et al. [2000], obtained in this case
(although, the Reynolds number of 8800 prescribed by
Sullivan et al. was somewhat lower).
[32] Figures 3a and 3c compare vertical mean profiles of

the horizontal velocity normalized by the dynamical velocity
u*, roughness length z0 and coefficient A in the logarithmic
asymptotic law (28). In the case ka = 0.2 these parameters
are u* = 0.0325, z0 = 0.0043 and A = 2.86; in the case ka =
0.1, the dynamical velocity and roughness are u* = 0.031, z0 =

0.0023 and the same coefficient A. The corresponding
values of the dynamical velocity and roughness length
obtained by Sullivan et al. [2000] are u* = 0.0342, z0 =
0.0054 for ka = 0.2 and u* = 0.0319, z0 = 0.0028 for ka = 0.1
and the coefficient A = 2.94 in both cases. Figures 3b and 3d
compare the profiles of the velocity fluctuations and turbu-
lent impulse flux taking into account the contribution of the
wave-induced fields, uw, vw, ww и tw. In both cases of ka =
0.2 and ka = 0.1 the agreement between our DNS results and
the results of Sullivan et al. [2000] can be regarded as
satisfactory.
[33] Therefore, the results of the test runs validate the

numerical algorithm developed in section 2 for DNS of the
turbulent wind flow over a wavy water surface.

4. Numerical Results

[34] DNS was performed for the wave steepness in the
interval 0 ≤ ka ≤ 0.2 and phase velocity 0 ≤ c ≤ 0.3 for
Reynolds number Re = 15, 000. The corresponding wave
age parameter, c/u* was in the interval 0 ≤ c/u* ≤ 10.
[35] Figures 4 and 5 show the instantaneous vorticity

modulus obtained in DNS for wave steepness ka = 0.2 and
phase velocity c = 0.05 (wave age c/u* ≈ 1.7) (Figure 4) and
c = 0.2 (c/u* ≈ 7) (Figure 5). Figures 6 and 7 show the dis-
tributions of the phase-average x and z velocity components
(Figures 6a, 6b, 7a, and 7b), pressure (Figures 6c and 7c),
and turbulent momentum flux (Figures 6d and 7d).
[36] The vorticity modulus (or a square root of the

enstrophy) is evaluated as

w ¼ wjwj

� �1=2 ð31Þ

were the vorticity jth component is

wj ¼ ɛjkl
∂Uk

∂xl
: ð32Þ

[37] Figure 4 presents the distribution of w in plane (x, z) at
y = 0 (Figures 4a and 4d), plane (x, y) at z = 0.042
(Figures 4b and 4e), and plane (y, z) at x = 4.25 (Figures 4c
and 4f) obtained for c = 0.05. Figure 5 shows the distribution
of w in the same (x, z) and (x, y) planes (Figures 5a and 5b)
and in (y, z) plane at x = 3 (Figure 5c). Figure 4b (for c =
0.05, c/u* ≈ 1.7) shows that the vorticity is mostly concen-
trated in thread-like vortex structures. These vortices have a
horseshoe shape and resemble well-known l vortices
extensively studied in the case of a “classical” boundary
layer over a solid plane boundary [Moin and Kim, 1985]. In
the considered case these vortices are initiated in the viscous
sublayer in the vicinity of wave crests and further separate
and enter the logarithmic region of the flow. In the case c =
0.2 (c/u* ≈ 7, cf. Figure 5) these l vortices are still present
but far less distinguished in the vicinity of the wavy
boundary as compared to the case c/u* ≈ 1.7.
[38] The distribution of the vorticity field above the

wavy boundary was extensively studied by Yang and Shen
[2010]. Their DNS results also show that in the case of
slow waves with c/u* = 2 the vorticity is concentrated mostly
in horseshoe-like vortices separating from the wave surface,
whereas for faster waves (with c/u* = 14) these vortices are

Figure 2. Profiles of the (a) mean horizontal velocity and
(b) velocity fluctuations obtained in DNS with plane lower
boundary.
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Figure 3. Profiles of the (a, c) mean horizontal velocity and (b, d) velocity fluctuations and turbulent
momentum flux obtained in DNS for wavy lower boundary with ka = 0.2 (Figures 3a and 3b) and
ka = 0.1 (Figures 3c and 3d) and Re = 10,000. Roughness length z0 = 0.0043 (Figure 3a) and z0 =
0.0028 (Figure 3c). Symbols are DNS by Sullivan et al. [2000], curves are this DNS.
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Figure 4. Instantaneous field of the vorticity modulus obtained in DNS with ka = 0.2 and c = 0.05 in the
(a) (x, z) plane at y = 0, (b) (x, y) plane at z = 0.042, and (c) (y, z) plane at x = 4.25. (d–f) Enhanced view of
the vorticity modulus field in the region 3 ≤ x ≤ 6;0 ≤ y ≤ 2, and 0 ≤ z ≤ 0.5 in Figures 4a–4c.
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Figure 4. (continued)
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Figure 5. Instantaneous field of the vorticity modulus in the region 3 ≤ x ≤ 6; 0 ≤ y ≤ 2, and, obtained in
DNS with ka = 0.2 and c = 0.2 in the (a) (x, z) plane at y = 0, (b) (x, y) plane at z = 0.042, and (c) (y, z)
plane at x = 3.
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much less present, and the vorticity is mostly concentrated in
long spanwise vortex sheets lying in close vicinity of the
surface, i.e., nonseparating.
[39] Figures 6 and 7 show the distribution of the phase-

averaged velocity, pressure, and turbulent momentum flux
obtained in DNS for wave steepness ka = 0.2 and phase
velocities c = 0.05 and 0.2, respectively. The behavior of the
average fields is in general agreement with the previous
numerical results of Sullivan et al. [2000] and Yang and
Shen [2010]. The vector maps of the mean velocity field
clearly show the Kelvin’s “cat eye” pattern on the lee of the
wave crest (Figures 6a and 7a). The critical layer height is
smaller, and the pressure maximum is shifted windward
from wave trough toward the crest for larger c (Figures 6b
and 7b). Figures 6c and 7c show that a region of negative
momentum flux is created on the windward side of the wave
crest as the phase velocity increases.
[40] The distribution of the mean velocity fields in

Figures 5 and 6 show that the mean flow field is

nonseparating, in spite of the presence of the separating
thread-like vortex structures in the instantaneous flow
fields (cf. Figures 4 and 5). Such a difference between the
behavior of the instantaneous velocity field and the mean
velocity field is caused by the inhomogeneity of the vorticity
and the flow separation zones distribution along the wave-
front, i.e., in the spanwise y direction.
[41] The instantaneous flow velocity and vorticity fields

averaged only along the wavefront (and not in time) are
nonseparating. In order to show this, we performed y aver-
aging of the velocity and enstrophy fields of the instanta-
neous flow field obtained in DNS for ka = 0.2 and phase
velocity c = 0.1 (c/u* ≈ 7). Figure 8 compares the distribu-
tions of the instantaneous velocity and vorticity modulus
fields obtained in DNS (Figures 8a–8c) and the same
instantaneous fields after y averaging (Figures 8d and 8e).
Figures 8a–8c clearly show a l vortex separating from the
wave crest at x = 2. Here the instantaneous flow has a sep-
aration zone. However, the y averaged vorticity and velocity

Figure 6. Phase-averaged fields of (a) velocity, (b) pressure, and (c) turbulent momentum flux obtained
from DNS for c = 0.05, ka = 0.2. The contours interval is 0.0005 for pressure and 0.0001 for the momen-
tum flux. Dashed lines are for negative values.
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fields are smooth, nonseparating, and characterized by the
well-known Kelvin’s “cat eye” pattern.
[42] DNS results obtained by Yang and Shen [2010] also

show that the instantaneous flow field has numerous sepa-
ration zones whereas the ensemble-averaged field does not.
Our DNS results show that the separation zones are removed
after averaging of the instantaneous flow field only along the
wavefront.
[43] The nonseparating structure of the mean flow field

provides the basis for using a theoretical model developed
by Reutov and Troitskaya [1995] for the prediction of the
properties of the turbulent boundary layer over a wavy water
surface. In this model, 2-D Reynolds-averaged Navier-
Stokes equations are considered. The Reynolds stresses are
modeled by introducing a turbulent viscosity coefficient
with a given vertical profile. The RANS equations are
solved analytically by the use of a quasi-linear approxima-
tion [Jenkins, 1992; Reutov and Troitskaya, 1995]. Under
this approximation, only the first harmonics of the wave-
induced disturbance is taken into account, and higher har-
monics are neglected. The first harmonics is evaluated with
the accuracy of ka, and the mean fields are evaluated with
the accuracy of (ka)2. Thus, in the equations for the distur-
bance field the terms of order (ka)3 responsible for the wave-
induced fields, are retained. On the other hand, the terms of

same (third-) order, responsible for interaction between the
first and second harmonics, are discarded. Test calculations
with the second harmonics taken into account show that this
contribution is negligible for a sufficiently small wave
steepness [Jenkins, 1992]. (A more detailed discussion of the
quasi-linear model is given by Troitskaya et al. [2010,
2011].)
[44] Figures 9a, 9b, 10a, and 10b compare predictions of

the quasi-linear model with our DNS results. Figure 9a
shows vertical profiles of the mean velocity x component,
〈U〉, and the turbulent momentum flux, �t = 〈u′w′〉,
obtained for wave steepness ka = 0.2 and different values of
the phase velocity c. Figure 9b shows the corresponding
profiles of the amplitudes and phases of the first harmonics,
(u1, w1) and (8u, 8w) of the velocity x and z components.
Figures 10a and 10b present the same characteristics as in
Figures 9a and 9b, but for different values of the wave
steepness and phase velocity c = 0.05. In spite of the certain
differences between the DNS results and the model predic-
tion (e.g., for the phase 8u with wave phase veloctity c = 0.3
и steepness ka = 0.2 in Figure 9b, or for amplitudes u1 and
w1 with wave steepness ka = 0.2 in Figure 10b), the agree-
ment between the numerical and theoretical results can be
regarded as satisfactory.

Figure 7. The same as in Figure 6 but for c = 0.2.
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Figure 8. Instantaneous (a) velocity and (b, c) vorticity modulus fields obtained in DNS for ka = 0.2 and
c = 0.1. (d, e) The same instantaneous velocity and vorticity fields as in Figures 8a–8c but averaged along
the wavefront.
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Figure 9a. Profiles of the mean horizontal velocity and turbulent momentum flux for ka = 0.2.

Figure 9b. Profiles of the amplitudes and phases of the first harmonics with the same notations as in
Figure 9a.
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[45] The quasi-linear model can be used to evaluate the
first harmonics of the wave-induced pressure and wave
growth rate (or form drag) which usually denoted as
parameter b. This parameter is evaluated as [Miles, 1957]

b ¼ 2

kað Þ2ru2∗
1

l

Zl

0

ph i dzb
dx

dx: ð33Þ

[46] Figure 11a shows the dependence of parameter b, the
pressure first harmonics amplitude and its phase on the wave
age c/u* obtained in DNS and the model prediction for ka =
0.2. Figure 11b shows the dependence of the same properties
on ka for wave age c/u* = 1.7 (phase velocity c = 0.05). The
figure shows that the model prediction is close to the DNS

results. It is interesting to note that b in Figure 11b is a
decreasing function of ka which is naturally explained by the
quasi-linear model as consequence of the reduction of the
turbulent momentum flux in the vicinity of the surface,
where the wind-wave interaction is most efficient. Note also
that the values of parameter b in Figures 11a and 11b are in
good agreement with the estimate b ≈ 32 � 16 obtained by
Plant [1982].

5. Conclusions

[47] Direct numerical simulation of turbulent wind flow
over a wavy water surface has been performed with a Rey-
nolds number 15,000 and maximum wave steepness ka =
0.2. Detailed characteristics of the instantaneous and mean
flow fields are obtained with high resolution of the viscous

Figure 10a. Profiles of the mean horizontal velocity and turbulent momentum flux for c = 0.05.

Figure 10b. Profiles of the amplitudes and phases of the first harmonics with the same notations as in
Figure 10a.
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sublayer and the buffer region. The DNS results show that
the instantaneous flow field is characterized by the presence
of numerous separation zones in the vicinity of the wavy
boundary. On the hand, the same instantaneous flow fields
averaged along the wavefronts are nonseparating. The DNS
are compared to the prediction of the quasi-linear model
based on the RANS equations with a given profile of the
turbulent viscosity coefficient. The results show that the
quasi-linear model, with only the first harmonics of the wave-
induced field taken into account, satisfactorily describes the
properties of the mean flow field even for the cases, when
flow separation is observed in the instantaneous airflow
velocity fields. An explanation of applicability of the quasi-
linear model is suggested due to strong inhomogenity of the
separation zone in the transversal direction.
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